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Micro-module 3: Basic Statistical Analysis 

In this session, we're going to explore the fundamentals of statistical analysis. Our journey will take 

us through the essentials of understanding and interpreting data. More than just numbers, we'll 

uncover how these statistics reveal the intricate connections between various elements in our 

everyday lives.  

Our module covers two key methods: Pearson correlation analysis, which helps us understand the 

strength and direction of relationships, and Linear regression analysis using the Ordinary Least 

Squares approach, a powerful tool for predicting and explaining these relationships. In the tutorial, 

we'll demonstrate how to use these statistical models to conduct meaningful analysis in research. 

 

1. Content 

- Structure and design of the module 

In this module, we're going to break down our module into several parts. We'll start by 

laying the groundwork with some fundamental concepts. This includes understanding 

different types of data and variables, giving us a solid base to build on. Next, we'll delve 

into basic descriptive analysis, where we'll learn how to summarize and describe our data 

effectively. Moving forward, we'll explore the fascinating aspect of discovering 

relationships between variables. We'll do this through two key methods: Pearson 

correlation analysis, which helps us understand the strength and direction of relationships, 

and Linear regression analysis using the Ordinary Least Squares approach, a powerful tool 

for predicting and explaining these relationships.  

 

 

The theoretical and conceptual part of these statistical models can refer to our videos and 

this manual is mainly intended to provide guidance for the tutorial parts.  
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2. Pearson Correlation Analysis  

- Introduction 

Correlation analysis is a statistical method used to investigate the strength and 

direction of the linear relationships between two or more random variables. It 

specifically focuses on studying the linear associations among random variables. In 

other words, it helps us understand if and how changes in one variable correspond to 

changes in another. 

- Pearson Correlation 

Applicable to Interval or Ratio Variables, Pearson correlation coefficient, denoted as r, 

measures the strength and direction of a linear relationship between two continuous 

variables. It ranges from -1 (perfect negative correlation) to 1 (perfect positive 

correlation), with 0 indicating no linear correlation. Interpretation: A positive r 

suggests a positive correlation, meaning as one variable increases, the other tends to 

increase. A negative r indicates a negative correlation, where one variable tends to 

decrease as the other increases. 

- Understanding the data 

We use a dataset includes built environment features and people’s sentiment level by 

tweets density and tweets sentiment score in Hong Kong. 

- Check the data frame columns, and drop irrelevant columns 

 

- Log transformation for dependent variables 

It’s not a compulsory step, but log transformation would be very useful when dealing 

with real world data. This process is useful for compressing the y-axis when plotting 

histograms. For example, if we have a very large range of data, then smaller values can 

get overwhelmed by the larger values. Taking the log of each variable enables the 

visualization to be clearer. 
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- Create correlation matrix 

By this codes you can generate the r value for each pair of variables in our dataset. 

 

- Calculate the p-value and selected statistic correlated variables; 

 
- Filter out specific correlated variables 
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- Visualize the correlation matrix 
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3. OLS Regression Analysis  

- Understanding the data 

we will use a dataset related to crime in 1980 in the city of Columbus, which is the 

capital city of Ohio State in the USA.  

 

- Open the notebook and csv file in the Google Colab 

open Google Colab Notebook website, upload the notebook to open it, then drag the 

csv file to the left panel to upload the data for the code. 

 

- Descriptive Analysis 

Importing the necessary libraries such as pandas, numpy and statsmodels. 

Calling the ‘describe’ function to obtain the count, mean, standard deviation, min, max, 

Q1, Q2 and Q3. This function allows us to examine the data conveniently as the first 

step. 
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- Printing the first 10 rows 

Printing the first 10 rows of data, you could compare it with the csv directly opened 

through excel, just to make sure everything is correct. 

 
- Running a Simple OLS regression 

Our research wants to understand whether the housing price is going to influence the 

crime rate in the neighbourhood and by how much. In our analysis, our dependent 

variable is the crime density here represented as Y, and X is the independent variable, 

which we will choose the Income as the variable. After writing the code to add a 

constant and intercept term beta 0, we are going to fit the OLS model, we name it as 

model 1. Then we could also get the model result by printing its summary.

 

- Interpreting Simple OLS regression result 

Several important things we need to check and evaluate this model. First, the overall 

model seems to show a decent fit. The R2 of OLS model is 0.484, which means it could 

explain 48.4% of the variance in the dependent variable.  

Next, we want to see what the impact of Income is. The p-value shows it could reject 
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the null hypothesis, meaning it has significant impact. And then the coefficient is -2.04, 

it is negatively correlated with the crime. And also means that every 1 unit increase in 

household income leads to the drop in crime density by 2 cases in every 1000 people 

in the neighborhood.  

 

-  

- Conducting Multiple Linear Regression (MLR) 

Although we have explored the simple linear regression model, but it could only 

estimate the effect of a single variable each time. What if we want to know how do all 

the 9 variables jointly affect the crime density? In this case, we will add more variables 

into the model, and it becomes the multiple linear regression. 

 

- Checking the VIF 

To do the MLR, we need to check the multicollinearity issue among our independent 

variables. So we could import the VIF module from the library, then we include all the 

independent variables into it, then running these line of code returns the value of VIF 

for each variable.  

We now detect the issue, for instance, there are many variables will VIF higher than 

10.  
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- Deleting some variables and re-examining the VIF 

- We need to delete them in order to not inflate the OLS and it clearly violates its 

assumptions.  

In our final model, we will only include 5 variables, which are income, open space, 

plumbing percentage, EW and CP. And we recalculate the VIF of the modified list of 

variables. they are below 4, which means the correlation coefficient falls under 0.75. 

This meets the requirements to do MLR. 

 
- Running MLR 

And now we could add these 5 variables into the OLS and run the model 3 separately 

and let’s report the result. 

 

-  

-  
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- Interpreting MLR result 

The overall performance of the model is good, the 5 variables jointly could explain 

roughly 70% of the variance in crime density. 

And after solving the multicollinearity issue in the model, we could see the p value of 

variables show that the Income and CP variable both are statistically significant now 

because they are lower than 0.05.  

We can see that the coefficient of Income, now shows that every 1 unit increase in the 

income could lead to the drop in crime density by 1.14 cases in the neighbourhood.  

And on average, a neighbourhood in the core urban area is more likely to have crimes. 

 


